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Abstract—Service composition algorithms are used for realizing loosely coupled interactions in Service-Oriented Computing. Starting from an abstract workflow, concrete services are matched, based on their QoS, with the preferences and constraints of users. Current approaches usually only consider static QoS values and find a single solution consisting of one concrete service for each workflow task. In a business-to-business (B2B) environment, though, there are additional requirements for service compositions: 1) a high number of invocations, and 2) a high reliability. Thus, we introduce a probabilistic approach on the basis of a new QoS model to solve the composition problem for such long-term B2B service compositions. For each task and for every point in time, we determine the most appropriate services and backup services for a specific user. Thus, the selection depends on the actual response time and reliability, or recent invocation failures or timeouts. For that purpose, we propose an adaptive genetic algorithm that employs our QoS model and determines backup services dynamically based on the required reliability. Our evaluations show that our approach significantly increases the utility of long-term compositions compared with standard approaches in the envisioned B2B environments.
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I. INTRODUCTION

Service-Oriented Computing is based on the principle of combining loosely coupled services in order to achieve complex functionality. Abstract workflows (cf. Fig. 1) capture the business logic of such services compositions. Service selection algorithms determine concrete services for each workflow task, which offer the necessary functionality.


![Figure 1: Abstract Workflow with two Tasks](image)

A. QoS-aware Service Composition

Service providers specify not just the functionality of their services, but also their non-functional Quality of Service (QoS) properties. Thus, following after the functional selection, the service composition problem deals with choosing a good service in terms of QoS for each task. Given this selection, the QoS of all services are aggregated to compute the QoS of the whole composition. Users state their preferences towards the QoS in form of a utility function and constraints on the acceptable QoS values. Since finding an optimal combination of services is a NP-complete problem, heuristic algorithms are used to find near-optimal solutions.

Most current composition approaches focus on finding solutions for a single invocation of a workflow. Accordingly, the QoS of services are considered as static values that are guaranteed by their providers. Thus, for each new invocation, either the previous solution is reused, or, if the QoS change, a new solution has to be computed from scratch.

B. B2B Service Compositions

In contrast to traditional service composition, we propose a different approach that is tailored to service compositions in a business environment. As more and more companies migrate their services to the cloud and advance the integration with services from other companies, such business-to-business (B2B) environments become more important for service compositions. We envision the two following major requirements for such B2B service compositions.

1) Long-Term: First of all, B2B service compositions are mainly intended for long-term usage. In the following, we illustrate the three main reasons for this in the order of the natural flow, when using B2B service compositions.

- **Building** B2B workflows takes effort, as complex business functionality has to be captured in a correct and complete way, e.g. dealing with multiple possible paths, error handling, etc.
- **Integrating** B2B workflows requires a considerable effort in customization, testing, and verification. Algorithms can automatically find concrete services, which can be used to execute an abstract workflow. However, in practice, the correct passing and formatting of parameters might need to be customized. Moreover, the correctness and the format of the returned results should be tested and verified. Apart from that, actual contracts might have to be signed between the business parties involved, and privacy policies might have to be reviewed by lawyers, etc.
- **Executing** B2B workflows is an ongoing task, requiring constant monitoring and resulting in many repeated and possible concurrent invocations over a long time frame.
2) **Reliability:** Apart from considering the long-term utility, B2B service compositions require a very high reliability. Usually, reliability is measured by the number of 9s, e.g. a reliability of 99% corresponds to two 9s, etc. The number of desired 9s depends on the type of application. Table I shows reliability requirements for different application types according to the Standish Group [1, Table 1-3].

<table>
<thead>
<tr>
<th>Application type</th>
<th>9s</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-critical</td>
<td>2</td>
<td>99%</td>
</tr>
<tr>
<td>Task critical</td>
<td>3</td>
<td>99.9%</td>
</tr>
<tr>
<td>Business critical</td>
<td>4</td>
<td>99.99%</td>
</tr>
<tr>
<td>Mission critical</td>
<td>5</td>
<td>99.999%</td>
</tr>
<tr>
<td>Safety critical</td>
<td>6</td>
<td>99.9999%</td>
</tr>
</tbody>
</table>

Table I: Reliability Requirements (The Standish Group)

**C. Probabilistic Approach**

We propose a probabilistic approach in order to handle B2B service compositions that are executed over the long-term and require a high reliability. In the following, we introduce the four major concepts we base our approach on, dealing with different aspects of the previous requirements.

**QoS Patterns:** The QoS of services are not static over the long-term. Thus, we model their QoS as arbitrary patterns that are repeated over time. For example, the response time of a service for booking a hotel room might depend on the day of the week, due to an increased load on the weekend (cf. Fig. 2a). These QoS patterns can be computed from the history of previous service invocations.

**Usage Patterns:** The service invocations from business users usually follow a pattern over the long-term as well. For example, a service for determining physical access control could show a usage pattern as in Fig. 2b, peaking when most employees either enter or leave the company.

**Time-dependent Execution Policy:** To take both QoS and usage patterns into account, we solve the composition problem not just for a single point in time, but concurrently for a finite number of points in time, which are determined by the available patterns. Therefore, our computed solution is a time-dependent execution policy that determines the best concrete services for each point in time.

**Backup Services:** We achieve the required high reliability by selecting multiple services for each task. This selection consists of one primary service and several backup services that are invoked if the primary service times out. For example, it would be very difficult to achieve an reliability of four 9s for a workflow with 40 services by selecting a single service for each task; each service would need an reliability of more than five 9s (i.e. more than mission critical). Contrary to that, we can easily achieve that reliability by selecting three services for each task, each with an reliability of two 9s. Apart from that, selecting multiple services for a task is usually cheaper than using services with higher reliability that are both more rare and more expensive.

**D. Contributions**

The contributions of this paper are as follows:

1) We motivate and formalize the service composition problem for long-term B2B service compositions.

2) We propose a holistic probabilistic approach using QoS patterns, usage patterns, and time-dependent invocation policies. In this way, we can model the QoS of each service, the user’s usage of each service, and the invocation for each point in time.

3) We introduce our adaptive heuristic algorithm, Teikou, that employs this QoS model. It is based on a genetic algorithm and adjusts the number of backup services to the reliability constraint of the user.

4) Through our evaluations we show that, for B2B service compositions, our approach greatly improves both the long-term utility and the reliability, compared to current approaches.

The structure of the following paper is as follows. First, we describe our related work in Sect. II. Then, we define the preliminaries and assumptions of our approach in Sect. III. In Sect. IV we introduce our QoS model and present our adaptive algorithm in Section V. We evaluate our approach in Sect. VI and draw a conclusion in Sect. VII.

II. **RELATED WORK**

A. **QoS-aware Service Composition**

Our approach is based on the QoS-aware service composition problem defined in [2]. Extensive rules for aggregating the QoS of a service composition have been described by [3]. Efficient algorithms have been introduced first in [4] and most recently in [5]–[7]. We share the common notations defined in these papers.

B. **Complex QoS**

We assume that the QoS of services are complex following patterns/distributions over time, rather than being defined as static values. This means that we treat them in a probabilistic manner, as in [8], [9]. QoS patterns for providers were also applied by us in [10], [11]; later Chen et al. [12] considered how to find the time cycles of such patterns.
C. Long-term Service Compositions

In order to account for the long-term, we consider usage patterns which we first used in our previous work [10]. A probabilistic selection policy for the long-term was introduced by us in [13], but this policy was not time-dependent and did not consider backup services with an execution order, as to allow to compensate service failures.

D. Reliable Compositions

Backup services [14] or replanning [15] can be used to compensate a service failure. However, in this study we consider the long-term utility of services that have fixed (contract) costs in addition to the usual costs per invocation. Therefore, the number of backup services has to be determined before invoking the workflow. Jaeger et al. present in [16] an approach that calls a static number of services in parallel to increase the reliability. This approach is not applicable in our problem setting, since services have also fixed contract costs. In [17], a planning algorithm is presented that clusters functionally related services into groups. In contrast to service selection, this approach generates workflows automatically. This approach cannot consider constraints on the QoS and moreover applies a simplified QoS model. In [18], we have shown a QoS model to compute the value of each QoS attribute in the best-, worst-, and expected-case. However, this model increases the complexity of the selection significantly, since three values are computed for each QoS attribute. Moreover, the expected-case is rather pessimistic since no reimbursements are granted, whereas in this scenario service users sign contracts with the providers. In addition, we also optimize the order in which the services would be called in case of service failures.

III. Assumptions

In this section, we discuss preliminaries and assumptions of this paper regarding the common QoS-aware service composition problem.

A. Services and QoS

A service encapsulates a certain business functionality. The input and output parameters of a service are defined in service description documents. These documents also declare the Quality-of-Service (QoS) attributes of the service, such as the price and response time. Moreover, each service has a reliability, indicating its success rate. Data about the reliability is usually collected from execution logs to facilitate forecasts [19] of the success rate.

Services with the same input and output parameters are accumulated in a service task, sharing the same purpose, but offering varying QoS levels. An abstract workflow defines the dataflow of the service tasks through sequences, and/or branches, and loops.

B. QoS-aware Service Composition

QoS-aware composition algorithms refine abstract workflows to executable workflows by selecting for each task one service. The set of chosen services is also called a service selection. On the basis of a service selection, the resulting QoS of the executable workflow can be computed, e.g. by the computation rules provided in [20, Table 1].

The user may specify certain constraints that limit the set of feasible selections, such as the maximum price or minimum reliability. In order to further emphasize a QoS, he/she can express preferences towards certain QoS attributes by specifying their weights for a utility function \( \mu \):

\[
\mu(W) = \sum_{i=1}^{\lvert W.Q \rvert} w_i \cdot W.Q_i
\]

Optimizing the QoS while meeting the constraints is a NP-hard problem [2]. For that reason, heuristic algorithms like hill-climbing algorithms or genetic algorithms (GA) are used to find near-optimal solutions. Most of such heuristic algorithms use a fitness function to evaluate how good/optimal a potential solution is. This fitness function usually is defined as the utility of the corresponding workflow \( W \) minus a penalty indicating the distance to the constraints (if they are not met):

\[
\mu_{fit}(W) = \mu(W) - \sum_{i=1}^{\lvert C \rvert} (W.Q_i - C_i)
\]

By using such a fitness function, heuristic algorithms are guided to solutions that meet the constraints and have good QoS.

IV. QoS Model for Long-term Utility

In this section, we introduce our QoS model for the computation of the utility over the long-term. First, we give definitions of our QoS and usage patterns. Based on these definitions, we specify the time-dependent execution policy obtained by our approach. Finally, we introduce our concepts for the long-term utility and define how to compute it.

A. QoS Patterns

While most current approaches consider QoS to be static values, we define them in a time-dependent fashion. We assume that the QoS of services follow some kind of pattern, e.g. over the timespan \( t_{week} \) of a week. Thus, there exists some finite collection of sets \( t_{pattern} = \{ t_{p_1}, t_{p_2}, ..., t_{p_p} \} \) such that the following holds:

\[
\bigcup_{i=1}^{p} t_{p_i} = t_{week}
\]

\[\forall i,j, i \neq j \Rightarrow t_{p_i} \cap t_{p_j} = \emptyset\]
Then, we can specify the QoS of services by defining functions $f_q: t_{\text{pattern}} \rightarrow [0,1]$ that map each element, $t_{pi}$, of the pattern to different values for each QoS $Q_i$.

**B. Usage Pattern**

A usage pattern can be interpreted as the distribution of the user’s usage of a service over a certain timespan, e.g. over a week $t_{\text{week}}$. This results in a collection of sets $t_{\text{usage}} = \{tu_1, tu_2, ..., tu_q\}$ and a single function $u : t_{\text{usage}} \rightarrow [0,1]$ that computes the percentage of the expected usage, which occurs at a certain time $tu_i$. Thus, these numbers add up to 100%.

**C. Time-Dependent Execution Policy**

In order to take both the QoS and the usage patterns into account, the solutions obtained by our approach contain not just a single concrete service, but a time-dependent execution policy for each task. Furthermore, since services might crash, backup services are employed to compensate service failures. Therefore, for each point in time, $tu_i$, the policy provides a service group. A service group is an ordered set of services with the first service being the primary service. This service will be called first; the other services are backup services that will be called according to their order in case of service failures of their preceding services. This way, we can select the most appropriate service at any point in time without additional computational cost even when some services fail. Increasing the number of backup services increases the reliability of a task but also adds fixed contract costs. Note that, for the long-term, the user often commits to pay a fixed contract fee in current B2B environments, see Amazon’s EC2’s pricing [1]. For that reason, the optimal number of backup services depends on the required reliability of a workflow and the fixed costs.

**D. Long-term Utility**

We optimize the utility over the long-term for our envisioned B2B environments. We realize this by optimizing for a given number of expected invocations, e.g. 100 invocations per month. Either this number is specified by the user, or it is derived from the invocation history. Using the services’ QoS patterns and the user’s usage pattern, we then evaluate the expected QoS values of a service composition over the long-term. Note that, while we accumulate the utility over the long-term, we normalize it by computing the expected utility for a single invocation.

1) **Computing the Reliability**: A service group $G \subseteq T$ is a ordered subset of the services assigned to a task $T$. In order to compute the reliability $G.\text{rel}$ of a service group, we consider the reliability $S.\text{rel}$ of each service in the group:

$$G.\text{rel} := 1 - \prod_{S \in G} (1 - S.\text{rel})$$

The success probability of executing a group is the probability that at least one service can be executed successfully. By grouping services we can improve the reliability of a task significantly. In our model, the reliability of a service is considered to be independent of other services.

*Example*: Consider a group $G$ of three services $S_1$, $S_2$, and $S_3$, having the reliability values $\{0.5, 0.2, 0.3\}$. In total, group $G$ has reliability:

$$G.\text{rel} = 1 - (1 - 0.5) \cdot (1 - 0.2) \cdot (1 - 0.3) = 72\%$$

2) **Computing Price and Response Time**: The price and response time of service groups depends on the QoS and the number of invocations of each contained service. As groups determine an invocation order beforehand, this number depends on the previous services and their reliability.

Each user provides the number of expected invocations $C$ of a workflow beforehand. On the basis of that, we can compute the number $calls_i$ of successful invocations of the first service of a group by:

$$calls_0 := C \cdot S_0.\text{rel}$$

For the other services in the group we apply the following:

$$calls_i := (C - \sum_{j=0}^{i-1} calls_j) \cdot S_i.\text{rel}$$

Consider the previous example with three services and 100 invocations. If we execute the services in ascending order, the first service is invoked on average 50 times, the second 10 times, and the last 12 times. Therefore, the workflow is successfully executed for 72 times. We compute the price and response time of each service as:

$$G.\text{price} := \sum_{i=0}^{G-1} (S_i.\text{price} \cdot \lfloor calls_i \rfloor + \text{contractCosts}_i)$$

The response time is computed in a similar way, but without the fixed contract costs. After computing the QoS of the service groups, we aggregate the QoS of the workflow as discussed in Section II-B.

**V. ADAPTIVE GENETIC ALGORITHM**

In this section, we present our Teikou algorithm which makes use of our previously introduced QoS model and computation. The Teikou algorithm adapts the sizes of the services groups dynamically, because the size of the service groups depends on the reliability constraints and the QoS of the services. Moreover, this adaptation is done per task, as the average reliability of services may vary greatly per task.

As a basic framework we employ a Genetic Algorithm (GA) that uses a genome encoding with a variable size to adjust the service groups. In the beginning, our heuristic estimates the initial sizes of the groups. During the evolution of the genomes, an adapt operation is applied to the genomes. If the reliability of the workflow is too low, the
groups with the lowest reliability are enlarged. On the other hand, if the reliability is sufficient, but the costs are too high, the operation shrinks the groups with the highest reliability.

First, we explain how the variable genome encoding is realized. After that, we discuss how to determine initial group sizes and how to adjust existing mutate and crossover operations. Finally, we specify our adapt operation.

A. Problem Encoding

We use the common encoding of the service selection problem [20] as a basis. The index of the services of the groups are the cells of the genome. The genome length is adjusted to the sizes of the groups. Each cell keeps track of its corresponding service group. This information is needed by the mutate and crossover operations. Figure 3 illustrates the genome encoding of a workflow.

B. Group Size

During the evolution process we adapt the sizes of the service groups, enlarging or shrinking them to match the reliability constraint. Furthermore, determining good initial group sizes is crucial to achieve a fast convergence of the GA. For those two purposes, we determine the minimum and maximum desired reliability of a service task. Using a too low reliability will result in violating the reliability constraint, whereas using a too high reliability unnecessarily increases the cost of the workflow. These two values are used to compute ranges of the desired group sizes. First, we compute the range of the desired reliabilities for all tasks:

\[
\begin{align*}
\text{minrel} & := c_{\min} \cdot \sqrt{\text{relconst}} \\
\text{maxrel} & := c_{\max} \cdot \sqrt{\text{relconst}} \\
\end{align*}
\]

where

\[
\begin{align*}
c_{\min} & := \frac{w \cdot \text{size}}{\epsilon} \\
c_{\max} & := w \cdot \text{size} \cdot \epsilon
\end{align*}
\]

In case that the offspring has more services in a specific group than one parent, the cells from the other parent are used. In few cases, the GA might select a value for cell \(C_i\) where both values from parents \(G_i\) and \(G'_i\) are already contained in the previous cells \(\{C_0, \ldots, C_{i-1}\}\). In that case, none of the parents’ cells can be used and the GA performs the crossover operation for this group again from the start.

C. Genetic Operators

After generating an initial population, Teikou performs the three standard operators of a GA plus an additional adapt operator. However, since we employ service groups instead of single services, we adjust the standard operators.

1) Mutate Operator: The value of a cell is replaced with a new value with probability \(P_{\text{mut}}\). When selecting a cell, the group of that cell is retrieved. Only values that are not used in the group are eligible for replacing the old value.

2) Crossover Operator: A genome \(G\) is crossed with a random partner \(G'\) to generate a new offspring genome \(C\) with probability \(P_X\). Several crossover operators exist in literature; in the following, we apply the uniform crossover. For each cell \(C_i\), this operator picks either \(G_i\) or \(G'_i\) of the parent genomes with equal probability. However, individuals with varying genome lengths might be selected, as shown in Fig. 4. The resulting group size of the offspring is from the range

\[
\left[ \min (|G|, |G'|), \max (|G|, |G'|) \right]
\]
3) **Select Operator**: In the end of a generation, the genomes with the highest fitness values are selected and used for the next generation. After that, this process is iterated either a fixed number of times or until the gain of the last n iterations is less than a threshold \( \epsilon \).

4) **Adapt Operator**: The adapt operation is executed after applying the mutate and crossover operations. In the beginning, we determine the difference between the desired and the actual reliability of each service group. On this basis, we rank the groups of each genome and adapt a fixed ratio \( P_{adapt} \) of them.

Algorithm 1: rankGroups

**Input**: Genome \( G \)

**Output**: Priority queue \( PQ \), containing groups with wrong group sizes

1. foreach Group \( g \in G \) do
   2. \( \Delta := g.rel - \sqrt{|W|} \cdot \text{relconst}; \)
   3. if \( |\Delta| \leq \tau \) then continue;
   4. if \( \Delta < 0 \land |g| \geq \text{maxSize} \) then continue;
   5. if \( \Delta > 0 \land |g| = 1 \) then continue;
   6. \( g.\Delta := \Delta; \)
   7. \( PQ.push(g); \)
8. end
9. adaptGroup(PQ);

Algorithm 1 is the pseudo code of our genome ranking. In the beginning, we iterate over the service groups of \( G \). In line 2 we compute the difference \( \Delta \) between the reliability of group \( g \) and the desired reliability of that task. If \( \Delta \) is smaller than a threshold \( \tau \) we omit this group in order to avoid unnecessary modifications that hamper the convergence of the GA. In lines 4 and 5 we check whether we can apply the adapt operation. If the group has only one member or already the maximum number of members, we cannot apply a shrink or enlarge operation, respectively. If we can apply an adapt operation on this group, we keep the \( \Delta \) and add the group to the priority queue \( PQ \).

After ranking the groups of a genome, we perform the adapt operation on these groups, shown in Algorithm 2. In the beginning, we compute the number of service groups we will adapt and clone the original genome (lines 1 and 2). After that, we retrieve the top element of the priority queue and check whether we have to apply a shrink or enlarge step. If the reliability of the group is too low, we add a random service from task \( t \) that is not yet contained in \( g' \) in line 8. In the other case, we remove the last element of \( g' \) in line 9. In the end, we replace the original group \( g \) by \( g' \) and iterate the process. Figure 5 illustrates the effect of enlarging a service group on the genome encoding.

Algorithm 2: adaptGroups

**Input**: Priority queue \( PQ \)

**Output**: Modified genome \( G' \)

1. \( count := [P_{adapt} \cdot |W|]; \)
2. \( G' := \text{clone}(G); \)
3. while \( count > 0 \land PQ \neq \emptyset \) do
   4. \( g := PQ.poll(); \)
   5. \( g' := \text{clone}(g); \)
   6. if \( g.\Delta < 0 \) then
      7. \( \text{Service } s := \text{random}(T \setminus G'); \)
      8. \( g' := g' \cup s; \)
   9. else \( g' := g' \setminus \{\text{last}(g')\}; \)
   10. \( G'.\text{replace}(g, g'); \)
   11. \( count := count - 1; \)
12. end

VI. Evaluation

In this section we evaluate our approach. First, we explain the setup and settings of our approach. Then, we compare the utility achieved for users against an increasing reliability constraint, which makes it more difficult to find possible solutions. This way, we can evaluate the benefits of our adaptive approach and of our usage patterns. After that, we evaluate the reliability and runtime against an increasing workflow size to show the scalability of our approach.

A. Setup

**Implementation.** Our implementation is written in Java. We ran our experiments on a machine with 3.00 GHz; we assigned a maximum memory of 2 GByte to the Java VM. The GAs used 100 genomes, \( P_{mut} \) was 5% and \( P_X \) was 70%. Each GA terminated if either 150 generations were performed or if the utility of the best genome did not increase by at least 1% in the last ten iterations.

**Problem Setting.** For each data point in the following graphs, we ran 100 different test cases with randomly generated services, workflows, and QoS values. Services had a reliability between 90% and 99.999%, and a price that is anti-correlated to the reliability. Each task has 50 services and an QoS influence that slightly shifts the QoS of the contained services. Each workflow consists of ten tasks, connected by sequences, and-branches, or or-branches. The utility is composed of only the price in our evaluations, in order to be anti-correlated to the reliability constraint.

**Ideal Utility.** Determining the optimal solution in our problem setting is not possible in feasible time. Consider a workflow with ten tasks and 50 services. The solution

![Figure 5: Genome Encoding after Enlarging a Service Group](image-url)
space for single service selection contains $50^{10}$ solution candidates, without even considering QoS and usage patterns. However, since the algorithms can select a service group with up to six services for each task, a lower bound for the solution space is $\frac{50!}{44!}$.

Therefore, we calculate an “ideal” solution for each data point: for each task, we take the best (cheapest) service group from all computed solutions, and then aggregate the prices of these groups to find the price of an ideal solution for the whole workflow. Note that this solution may violate the reliability constraint, but still is an indicator for the best possible utility in the given problem setting.

**Constraints**  We vary the reliability constraint from 10% (very easy to solve, but not applicable) up to 99.9% (corresponds to “task critical” operations, cf. Section 1). Please note that we evaluate constraints lower than 90% only to illustrate the behaviour of the algorithms. Workflows with such low reliability are not desirable in reality. If a solution violates the constraint, its utility becomes zero.

**B. Utility**

We evaluated several algorithms with and without consideration of usage patterns in the evaluation of the utility of our approach, which is plotted in Figure 7.

$GA_i$ denotes a naive adoption of using service groups with a static group size that is denoted by the index.

$TG_6$ denotes our adaptive Teikou algorithm which determines the groups sizes dynamically up to a maximum size of six services per group.

Figure 6 shows the second experiment. In this setting, the user has a random usage pattern. For each weekday, we generate a probability $P_w$ that indicates how often the user executes the service on that day. Moreover, each service has a time-dependent pricing model with a random discount on the price depending on the weekday. We use a GA with group sizes two, four, and six. Algorithms with an “UP” at end recognize usage patterns. In this way, we can compare the effect of considering usage patterns.

Similar to the first experiment, with increasing reliability constraints the utility increases until a certain point for GA with static group sizes. Near that point, the difference between employing usage patterns and neglecting them becomes more evident. Teikou achieves the best results regardless of the reliability constraints. Only the version without usage patterns is sometimes outperformed by static GAs that are allowed to employ usage patterns.

![Figure 7: Comparing Reliability and Runtime Performance](image)

**C. Reliability**

In the next experiment (cf. Fig. 7c), we compare the reliability of the group selections. Each algorithm can adjust itself to the reliability constraint to a certain extent. For instance, $GA_1$ achieves exactly the required reliability in the range of $[0.1, 0.5]$. However, after that $GA_1$ violates the constraint. The results confirm that the Teikou algorithm can adapt to the reliability constraint. Furthermore, the intuition is that by achieving exactly the required reliability, a higher utility can be achieved in a situation when the constraint is tight and the utility and the constraint are anti-correlated. So this result also explains why Teikou can achieve a higher utility than the other GAs.

**D. Runtime**

In the last experiment, we compare the runtime of each algorithm, shown in Figure 7d. The runtime of each algorithm is apparently independent of the reliability constraint, except for Teikou; with increasing constraint, the runtime increases. Since Teikou enlarges the genomes as the reliability constraint increases, the computation time increases as well. However, the runtime increases only slightly compared
with related GAs. Moreover, the runtime of algorithms that consider usage pattern increases by a constant factor.

E. Summary

We conclude that Teikou achieves the best results in terms of utility and reliability regardless of the reliability constraint. The runtime increases linearly with increasing problem complexity. Employing usage patterns increases the utility as well, but worsens the runtime slightly. In the B2B environments we envision though, Teikou would be applied to optimize the utility in the long-term resulting in time-dependent execution policies. Thus, for online settings, considering usage patterns or not is a trade-off between utility and runtime, but, for long-term decisions, usage patterns definitely provide a big benefit.

VII. Conclusion

In this paper, we have presented the problem of long-term B2B service compositions. Therefore, we introduced a new QoS model that allows to compute the QoS of a workflow for the long-term by taking service groups into account. Our algorithm Teikou employs a genetic algorithm with modified standard operators and a new adapt operation that adjusts the sizes of the groups dynamically to achieve the user’s reliability constraint. We compared our algorithm with various GAs using static groups sizes and showed that our adaptive algorithm Teikou achieves a higher utility. We also showed that employing usage patterns further improves the utility and that the trade-off versus the increased runtime is negligible for the B2B environments we envision.

As future work, we plan to investigate realistic usage patterns and QoS patterns by analyzing existing service execution logs. In this paper, we made certain assumptions towards the pricing models for the sake of simplicity; as a next step we intend to explore a wider range of pricing models as well.
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